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(57) ABSTRACT

An image processing apparatus obtains an image signal,
which is captured by an image capturing apparatus, and in
which respective pixels correspond to light fluxes of differ-
ent combinations of pupil regions, where the light fluxes
have passed through in an imaging optical system of the
image capturing apparatus, and incident directions. The
image processing apparatus sets a focal length correspond-
ing to an object to be focused, and generates a reconstructed
image focused on the object of the set focal length from the
image signal. The image processing apparatus generates a
moving image by concatenating a plurality of reconstructed
images generated in association with a plurality of different
focal lengths, and outputs the moving image in association
with the image signals.
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IMAGE PROCESSING APPARATUS, IMAGE
CAPTURING APPARATUS, CONTROL
METHOD, AND RECORDING MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of application Ser. No.
13/759,450, filed Feb. 5, 2013 the entire disclosure of which
is hereby incorporated by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an image processing
apparatus, image capturing apparatus, control method, and
recording medium, and particularly to a technique for gen-
erating an image focused at an arbitrary focal length from an
image signal after imaging.

2. Description of the Related Art

In recent years, a technique for recording a distribution of
strength and traveling direction of light at the time of
imaging as output data, and generating an image focused at
an arbitrary focal length from the output data after recording
in an image capturing apparatus such as a digital camera has
been proposed.

Ren Ng, et al., “Light Field Photography with a Hand-
Held Plenoptic Camera”, Stanford University Computer
Science Tech Report CTSR 2005-02 discloses a method
(Light Field Photography) of separately recording light
fluxes entering from various directions by focusing light
fluxes which have passed through different pupil regions of
an imaging lens on respective pixels (photoelectric convert-
ers) of an imaging element via a microlens array. In Light
Field data (LF data) obtained in this way, neighboring pixels
record light fluxes entering from different directions, and
light fluxes in the same direction are extracted from pixels
associated with respective microlenses, thereby generating
an image captured from that direction. An arbitrary focal
length is set, and outputs from pixels which record light
fluxes that have passed through one point on a focal plane of
that focal length are added, thereby generating (reconstruct-
ing) pixels of an image focused at the specific focal length
after imaging in a pseudo manner.

The LF data recorded using the Ren Ng’s method cannot
be browsed in a state that allows the user to recognize the
contents of an object before a focal length is set, and a
reconstructed image focused at the focal length is generated,
as described above. For example, by generating a thumbnail
image to be focused at one focal length for each LF data, the
user may choose LF data which captured a desired scene.

However, in such thumbnail image focused at one focal
length, which is generated from the LF data, since images of
objects focused at focal lengths different from that focal
length are blurred, the user cannot recognize the objects.
That is, the user cannot specify the LF data which captured
a scene including a desired object.

SUMMARY OF THE INVENTION

The present invention has been made in consideration of
such conventional problems. The present invention provides
an image processing apparatus, image capturing apparatus,
control method, and recording medium, which display infor-
mation that allows the user to specify objects included in a
scene, an image signal of which is recorded.
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The present invention in its first aspect provides an image
processing apparatus comprising: an obtaining unit config-
ured to obtain an image signal, which is captured by an
image capturing apparatus, and in which respective pixels
correspond to light fluxes of different combinations of pupil
regions, where the light fluxes have passed through in an
imaging optical system of the image capturing apparatus,
and incident directions; a setting unit configured to set a
focal length corresponding to an object to be focused in
association with a reconstructed image generated from the
image signal obtained by the obtaining unit; a generation
unit configured to generate the reconstructed image focused
at the focal length set by the setting unit by adding pixel
values of the image signal corresponding to respective pixels
of the reconstructed image; and an output unit configured to
generate and output a moving image by concatenating, as
frames, a plurality of reconstructed images generated by the
generation unit in association with a plurality of different
focal lengths.

Further features of the present invention will become
apparent from the following description of exemplary
embodiments (with reference to the attached drawings).

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing the functional arrange-
ment of a digital camera 100 according to an embodiment of
the present invention;

FIG. 2 is a view for explaining the relationship between
a microlens array 105 and photoelectric converters of an
imaging element according to the embodiment of the present
invention;

FIG. 3 is another view for explaining the relationship
between the microlens array 105 and photoelectric convert-
ers of an imaging element according to the embodiment of
the present invention;

FIGS. 4A and 4B are views for explaining the relationship
between a pupil region of an imaging lens and photoelectric
converters corresponding to one microlens according to the
embodiment of the present invention;

FIG. 5 is a flowchart showing an example of imaging
processing according to the embodiment of the resent inven-
tion;

FIG. 6 is a view for explaining optical paths of light fluxes
which enter respective photoelectric converters of the imag-
ing element according to the embodiment of the present
invention;

FIG. 7 is a view for explaining a refocus image generation
method according to the embodiment of the present inven-
tion;

FIG. 8 is a view for explaining a moving image generated
from LF data according to the embodiment of the present
invention;

FIG. 9 is a flowchart showing an example of list display
processing according to the embodiment of the present
invention;

FIG. 10 is a view showing an example of a list display
screen according to the embodiment of the present inven-
tion;

FIG. 11 is a flowchart showing an example of imaging
processing according to a modification of the present inven-
tion;

FIG. 12 is a view for explaining a moving image gener-
ated from LF data according to the modification of the
present invention; and
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FIGS. 13A, 13B, and 13C are views showing an example
of an optical system according to the modification of the
present invention.

DESCRIPTION OF THE EMBODIMENTS
Embodiments

An exemplary embodiment of the present invention will
be described in detail hereinafter with reference to the
drawings. Note that an embodiment to be described herein-
after will explain an example in which the present invention
is applied to a digital camera as an example of an image
processing apparatus, which records LF data that allows to
generate a reconstructed image, a focal length of which is
changed after imaging. However, the present invention is
applicable to an arbitrary apparatus which can generate LF
data that allows to generate a reconstructed image focused at
an arbitrary focal length after imaging, or can generate a
reconstructed image focused at an arbitrary focal length
from the LF data.

In the present specification, “LF data” indicates image
data obtained by imaging using a microlens array to each
microlens of which a plurality of photoelectric converters of
an imaging element are assigned, as will be described later.
Each of the plurality of photoelectric converters assigned to
one microlens receives a light flux which has passed through
a different region of an exit pupil of an imaging optical
system. That is, in the LF data, images of neighboring ones
of pixels corresponding to outputs of photoelectric convert-
ers assigned to one microlens are not continuous. For this
reason, by applying processing for generating an image
focused at a predetermined focal length after imaging to the
LF data of this embodiment, images of neighboring pixels
are converted into continuous images. In the present speci-
fication, to decide a focal length after imaging and to
generate an image focused at that focal length from LF data
is expressed as “refocus” or “reconstruction”.

<Arrangement of Digital Camera 100>

FIG. 1 is a block diagram showing the functional arrange-
ment of a digital camera 100 according to an embodiment of
the present invention.

A controller 101 is, for example, a CPU, which controls
operations of respective blocks included in the digital cam-
era 100. More specifically, the controller 101 controls the
operations of the respective blocks by reading out operation
programs of imaging processing and list display processing
(to be described later), which programs are stored in a ROM
102, extracting the readout programs onto a RAM 103, and
executing the extracted programs.

The ROM 102 is, for example, a rewritable nonvolatile
memory, and stores parameters required for the operations of
the respective blocks and the like in addition to operation
programs of the respective blocks included in the digital
camera 100.

The RAM 103 is a volatile memory. The RAM 103 is used
not only as an extraction area of the operation programs of
the respective blocks included in the digital camera 100 but
also as a storage area used to store intermediate data output
during the operations of the respective blocks and the like.

An imaging unit 106 is, for example, an imaging element
such as a CCD or CMOS sensor. The imaging unit 106
photoelectrically converts an optical image formed on a
photoelectric converter surface of the imaging element by an
imaging optical system 104 and outputs an analog image
signal upon reception of a timing signal output from a TG
107 according to an instruction of the controller 101. Note

20

30

40

45

50

55

4

that the imaging optical system 104 includes, for example,
an objective lens, focus lens, stop, and the like. Also, the
digital camera 100 of this embodiment includes a microlens
array 105 between the imaging optical system 104 and
imaging element on an optical axis in addition to microl-
enses provided to the respective photoelectric converters of
the imaging element.

(Relationship between Microlens and Photoelectric Con-
verter)

The microlens array 105 arranged between the imaging
optical system 104 and imaging element on the optical axis
in the digital camera 100 of this embodiment will be
described below using the drawings.

As shown in FIG. 2, the microlens array 105 of this
embodiment includes a plurality of microlenses 201. In FIG.
2, an optical axis of the imaging optical system 104 is
defined as a z-axis, a horizontal direction at a lateral position
of the digital camera 100 is defined as an x-axis, and a
vertical direction is defined as a y-axis. Note that in the
example of FIG. 2, the following description will be given
under the assumption that the microlens array 105 includes
the microlenses 201 arrayed in 5 rowsx5 columns, for the
sake of simplicity. However, the arrangement of the micro-
lens array 105 is not limited to this.

FIG. 2 illustrates photoelectric converters 202 of the
imaging element included in the imaging unit 106 by grids.
A predetermined number of photoelectric converters 202 are
associated with each microlens 201. In the example of FIG.
2, the photoelectric converters 202 of 36 (=6x6) pixels are
associated with one microlens 201. Light fluxes which have
passed through one microlens 201 are separated according to
incident directions, and form images on the corresponding
photoelectric converters 202.

FIG. 3 shows light fluxes which enter photoelectric con-
verters 202 p, to ps corresponding to one microlens 201.
FIG. 3 exemplifies optical paths of light fluxes which enter
the respective photoelectric converters 202 when viewed
from the vertical direction at the lateral position of the digital
camera 100. As shown in FIG. 3, light fluxes which have
passed through regions a, to a, obtained by dividing an exit
pupil 301 of the imaging optical system 104 into six via one
microlens 201 respectively enter the horizontally arrayed
photoelectric converters 202 p, to ps. Note that numerals
given to the respective regions indicate a correspondence
relationship with the photoelectric converters 202 which
light fluxes which have passed through these regions enter.

Note that the example of FIG. 3 shows the optical paths
of the light fluxes which enter the photoelectric converters
202 when viewed from the vertical direction. However, light
fluxes are separated not only in the horizontal direction but
also similarly along the y-axis as the optical axis of the
imaging optical system 104. That is, when the exit pupil of
the imaging optical system 104 is divided into regions
shown in FIG. 4A when viewed from the imaging element
side, light fluxes which have passed through the respective
regions enter those given with identical identification num-
bers of the photoelectric converters 202 shown in FIG. 4B.
Assume that the imaging optical system 104 and the respec-
tive microlenses of the microlens array 105 have nearly
matched F-numbers (F values).

An AFE 108 and DFE 109 apply correction processing
and the like to an image signal generated by the imaging unit
106. More specifically, the AFE 108 applies reference level
adjustment (clamp processing) and A/D conversion process-
ing to an analog image signal output from the imaging unit
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106, and outputs a digital image signal (LF data) to the DFE
109. The DFE 109 corrects a slight reference level shift and
the like of the input LF data.

An image processor 110 applies various kinds of image
processing such as color conversion, white balance adjust-
ment, and y correction processing to the LF data which has
undergone the correction processing of the DFE 109. Vari-
ous kinds of image processing may be different in accor-
dance with, for example, an imaging mode set in the digital
camera 100. Also, in this embodiment, the image processor
110 also executes processing for generating a reconstructed
image (refocus image) focused at an arbitrary focal length
from the LF data. An image focused at an arbitrary focal
length may be generated using, for example, the aforemen-
tioned “Light Field Photography” method disclosed by Ren
Ng.

A display unit 111 is, for example, a display device such
as a compact LCD included in the digital camera 100. The
display unit 111 displays an image which is generated by the
image processor 110 and is focused at an arbitrary focal
length. As described above, in the LF data obtained by
A/D-converting the analog image signal output from the
imaging unit 106 of this embodiment, images are not con-
catenated in neighboring pixels. For this reason, the display
unit 111 displays not the LF data but a reconstructed image
generated by the image processor 110.

A recording medium 112 is, for example, an internal
memory included in the digital camera 100 or a recording
device such as a memory card or HDD detachably connected
to the digital camera 100. The recording medium 112
records LF data and a moving image used to confirm an
object, which image is associated with respective LF data
and is generated from the LF data.

An operation input unit 113 is, for example, a user
interface such as a power button and shutter button included
in the digital camera 100. Upon detection of an operation at
the user interface by the user, the operation input unit 113
outputs a control signal corresponding to that operation to
the controller 101.

<Imaging Processing>

The imaging processing of the digital camera 100 of this
embodiment with the aforementioned arrangement will be
described in detail below with reference to the flowchart
shown in FIG. 5. The processing corresponding to this
flowchart can be implemented when the controller 101 reads
out a corresponding processing program stored in, for
example, the ROM 102, extracts the readout program onto
the RAM 103, and executes the extracted program. Note that
the following description will be given under the assumption
that this imaging processing is started, for example, when
the digital camera 100 is activated.

The controller 101 judges in step S501 whether or not an
imaging instruction is input. More specifically, the controller
101 judges whether or not the imaging instruction is input by
judging whether or not a control signal indicating the
operation of the shutter button (not shown) by the user is
received from the operation input unit 113. If the controller
101 judges that the imaging instruction is input, it shifts the
process to step S502; otherwise, the controller 101 repeats
the process of this step.

In step S502, the controller 101 executes imaging pro-
cessing, and obtains LF data associated with an image signal
output from the imaging unit 106. More specifically, the
controller 101 obtains LF data which is A/D-converted by
the AFE 108 and is applied with the correction processing by
the DFE 109, and stores the LF data in the RAM 103.
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In step S503, the controller 101 sets a target focal length
used to generate a refocus image to be a shortest focal
length, that is, a focal length focused on an object of a
nearest view.

In step S504, the controller 101 controls the image
processor 110 to generate a refocus image focused at the set
target focal length. That is, the image processor 110 gener-
ates (reconstructs), in a pseudo manner, an image formed on
a refocus plane decided according to the set target focal
length between the imaging lens of the imaging optical
system 104 and the microlens array 105.

The correspondence relationship between the pupil
regions of the imaging lens where light fluxes, which have
passed through respective pixels of an image formed on the
refocus plane, emerge, and the microlenses which the light
fluxes enter will be described below with reference to the
drawings.

In the digital camera 100 of this embodiment, a plurality
of pixels assigned to one microlens respectively receive light
fluxes which have passed through different regions of the
exit pupil of the imaging lens, as described above. The same
applies to all the microlenses of the microlens array 105.
Also, since light fluxes which have passed through the
imaging lens enter the respective microlenses from different
directions, all the pixels of the imaging element receive light
fluxes having different combinations of the passed pupil
regions and incident directions.

For this reason, in the digital camera 100 of this embodi-
ment, an optical path of a light flux which enters each pixel
of LF data obtained by imaging is defined by coordinates (u,
v) of the passed pupil region in the exit pupil and position
coordinates (X', y') of the corresponding microlens, as shown
in FIG. 6. Upon generation of a refocus image, a pixel value
can be obtained by integrating light fluxes having optical
paths which pass through the pixel in association with a
pixel (x, y) on the refocus plane.

FIG. 7 shows an optical path of a light flux on a horizontal
plane (x-z plane) when viewed from the vertical direction at
the lateral position of the digital camera 100. The following
description will be given in association with an optical path
of'a light flux which passes through each pixel on the refocus
surface on the x-z plane. Also, the same applies to a y-z
plane.

Letting (u, v) be coordinates of a pupil region and (x, y)
be pixel coordinates on the refocus plane, position coordi-
nates (X', y') of a microlens on the microlens array 105 on
which a light flux which has passed through this pupil
divided region and the pixel on the refocus plane are
expressed by:

(x’,y’):(u+ ﬂ, v+ y—V)

[e2 [e2
where F is a distance from the imaging lens to the microlens
array, and oF is a distance from the imaging lens to the
refocus plane (a is a refocus coefficient: a variable coefficient
required to decide a distance to the refocus plane).

Also, letting L(x', ¥', u, v) be an output of a photoelectric
converter which receives the light flux, a pixel output E(x,
y) at the coordinates (X, y) of an image formed on the refocus
plane is obtained by integrating the output L(xX', ¥', u, v) in
association with the pupil region of the imaging lens, and is
expressed by:
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E = L L(+x_u +y_v )dd
(x,y)—W Ut — = v vidudy

Note that when coordinates (u, v) are set as representative
coordinates of the pupil region, this equation can be calcu-
lated by simple additions.

By calculating the integral equation for all the pixels in
this manner, the image processor 110 can generate a still
image focused at the target focal length. The controller 101
stores the generated still image in the RAM 103.

The controller 101 judges in step S505 whether or not the
set target focal length is a longest focal length of a refocus
range, that is, a focal length focused on an object of a farthest
view. If the controller 101 judges that the target focal length
is the longest focal length of the refocus range, it shifts the
process to step S507; otherwise, it shifts the process to step
S506.

In step S506, the controller 101 sets the target focal length
used to generate a refocus image to be a focal length longer
than the currently set focal length, and returns the process to
step S504. Note that the newly set target focal length may be
a focal length obtained by adding a predetermined length to
the currently set focal length.

In step S507, the controller 101 controls the image
processor 110 to generate a moving image corresponding to
LF data by concatenating a plurality of refocus images
generated for a plurality of different focal lengths. In this
embodiment, the image processor 110 generates a N-frame
moving image obtained by concatenating N refocus images,
which are generated while sequentially setting focal lengths
included in the refocus range, in ascending order of focal
length to be focused, as shown in FIG. 8. That is, the moving
image to be generated includes frames to be focused in turn
on all objects included in a range of focal lengths settable for
the obtained LF data.

Furthermore, the moving image to be generated is
encoded by the image processor 110 according to a prede-
termined encoding method (for example, the standard such
as MPEG, H.264, H.265, HEVC (High Efficiency Video
Coding)), and is generated as general-purpose moving
image data.

In step S508, the controller 101 records the LF data
obtained in step S502 and the moving image generated in
step S507 in the recording medium 112 in association with
each other, thus ending this imaging processing. Note that
the LF data and moving image may be recorded as, for
example, independent files, and header information of each
LF data may include storage destination information of the
moving image. Also, the moving image may be recorded as,
for example, a thumbnail image in header information of
each LF data.

<List Display Processing>

List display processing of the digital camera 100 of this
embodiment, which is executed when LF data recorded in
the recording medium 112 are displayed as a list will be
described in detail below with reference to the flowchart
shown in FIG. 9. The processing corresponding to this
flowchart can be implemented when the controller 101 reads
out a corresponding processing program stored in, for
example, the ROM 102, extracts the readout program onto
the RAM 103, and executes the extracted program. Note that
the following description will be given under the assumption
that this list display processing is started, for example, when
the digital camera 100 is activated while being set in a
playback mode.
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In step S901, the controller 101 sets LF data to be
displayed as a list on the display unit 111 of those recorded
in the recording medium 112. In this embodiment, assume
that six data 1001, 1002, 1003, 1004, 1005, and 1006 of LF
data recorded in the recording medium 112 are displayed on
a list screen on the display unit 111, as shown in FIG. 10.

In step S902, the controller 101 reads out moving images
which are recorded in association with the LF data to be
displayed as a list from the recording medium 112 onto the
RAM 103.

In step S903, the controller 101 sets a playback frame to
be displayed on the list screen for each of moving images
read out onto the RAM 103. More specifically, the controller
101 sets, as a playback frame, a first frame when a frame is
set for the first time, and the next frame when a frame has
already been set. Note that when the already set frame is a
last frame of that moving image, the controller 101 may set,
for example, a first frame of that moving image as the
playback frame.

In step S904, the controller 101 applies decoding pro-
cessing to the respective moving images read out onto the
RAM 103 to obtain images of the playback frames set in step
S903.

In step S905, the controller 101 controls the image
processor 110 to apply reduction processing to the images of
the playback frames of the respective moving images, and to
display them as the list screen on the display unit 111.

The controller 101 judges in step S906 whether or not a
switching instruction of LF data to be displayed as a list is
input. More specifically, the controller 101 judges whether
or not the switching instruction is input by judging whether
or not a control signal indicating, for example, an operation
of a button corresponding to a page feed instruction by the
user is received from the operation input unit 113. If the
controller 101 judges that the switching instruction of LF
data to be displayed as a list is input, it returns the process
to step S901; otherwise, it returns the process to step S903.

Assume that this list display processing ends when a
mode of the digital camera 100 is changed from the playback
mode or when a choice instruction of one LF data is input.

As described above, the image processing apparatus of
this embodiment can display information which allows the
user to specify objects included in a scene, LF data of which
is recorded.

Modification

In the description of the aforementioned embodiment, a
moving image in which a focal length to be focused is
continuously switched within the settable focal length range
is generated. However, the present invention is not limited
to such specific embodiment. This modification will explain
a method of generating a moving image which allows the
user to easily recognize a specific object included in a scene,
LF data of which is recorded, below.

<Arrangement of Digital Camera 100>

The arrangement of the digital camera 100 of this modi-
fication is the same as that of the aforementioned embodi-
ment except that it further includes a face detector 114 to be
described below, and a description of other blocks will not
be repeated.

The face detector 114 applies face detection processing
for detecting a human face as a specific object to a refocus
image generated from LF data. The face detector 114 judges
using pre-stored face patterns required to detect human faces
whether or not a refocus image includes a human face. Note
that the following description of this modification will be



US 9,445,002 B2

9

given under the assumption that a human face is detected.
However, the specific object is not limited to this. For
example, a human body or an object registered in advance
may be detected.

<Imaging Processing>

Imaging processing of the digital camera 100 of this
modification will be described in detail below with reference
to the flowchart shown in FIG. 11. The processing corre-
sponding to this flowchart can be implemented when the
controller 101 reads out a corresponding processing program
stored in, for example, the ROM 102, extracts the readout
program onto the RAM 103, and executes the extracted
program. Note that the following description will be given
under the assumption that this imaging processing is started,
for example, when the digital camera 100 is activated. Also,
in the imaging processing of this modification, the same step
numbers denote steps of the same processes as in the
imaging processing of the aforementioned embodiment, and
a description thereof will not be repeated. Only steps of
characteristic processes in the imaging processing of this
modification will be described below.

After a refocus image focused at the target focal length is
generated in step S504, the controller 101 controls the face
detector 114 to apply the face detection processing for
detecting a human face to the generated refocus image, and
judges in step S1101 whether or a human face is included.
If the controller 101 judges that the refocus image includes
a human face, it shifts the process to step S1102; otherwise,
it shifts the process to step S505.

In step S1102, the controller 101 adds identification
information (for example, information indicating the num-
ber of order of a focal point position from the nearest view)
of the generated refocus image) to a list of refocus images
from which human a face is detected, which list is stored in
the RAM 103. Note that the following description of this
modification will be given under the assumption that a face
detection result is held by adding the identification infor-
mation to the list of refocus images from which a human
face is detected. However, the method of storing information
indicating whether or not a human face is detected is not
limited to this. That is, as information indicating whether or
not a human face is detected from a refocus image, for
example, information indicating that a face is detected may
be associated with a refocus image, as is easily anticipated.

After completion of generation of refocus images for the
overall refocus range by choosing the target focal length in
turn in this way, the controller 101 advances the process to
step S1103.

In step S1103, the controller 101 controls the image
processor 110 to generate a moving image corresponding to
LF data by concatenating a plurality of refocus images
generated for a plurality of different focal lengths. At this
time, the image processor 110 refers to the list of refocus
images from which a human face is detected, which list is
stored in the RAM 103, and generates a moving image to
continuously include a plurality of refocus images from
which faces are detected. That is, as shown in, for example,
FIG. 12, the image processor 110 generates a moving image
at a playback frame rate of 60 FPS to continuously include
four frames of refocus images from which a face is detected.
That is, the moving image generated this way allows to play
back refocus images at focal point positions where a human
face as a specific object is included at a playback frame rate
of 15 FPS.
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In this manner, the digital camera 100 of this modification
can generate a moving image which allows the user to easily
recognize a specific object included in a scene, output LF
data of which is recorded.

Note that in the description of the aforementioned
embodiment and modification, an in-focus object transits in
ascending order of focal length in a moving image generated
for LF data. However, the present invention is not limited to
this. In a moving image, for example, an in-focus object may
transit in descending order of focal length. Also, in a moving
image, an in-focus object may transit according to the focal
lengths only within a partial settable focal length range (for
example, only a detection range of a person). In such case,
the focal length range used to generate a moving image and
the transition order of focal lengths may be set by the user.

Another example of an optical system which is applicable
to this embodiment will be described below with reference
to FIGS. 13A, 13B, and 13C. FIGS. 13A, 13B, and 13C are
views illustrating states in which light fluxes from an object
are focused on the imaging element 106. In FIGS. 13A, 13B,
and 13C, the same reference numerals denote the same parts
as those in FIGS. 1 and 3.

FIGS. 13A, 13B, and 13C correspond to the optical
system described using FIG. 3. However, in the imaging
element 106, the number of pixels to be assigned to one
microlens in the microlens array 105 is 25 (=5x5), and the
exit pupil 301 is expressed by five pupil regions bl, b2, b3,
b4, and b5 in the vertical direction. FIG. 13A shows an
example in which the microlens array 105 is laid out in the
vicinity of an imaging plane of the imaging optical system
104. FIG. 13B shows an example in which the microlens
array 105 is laid out to be closer to the object side than the
imaging plane of the imaging optical system 104. FIG. 13C
shows an example in which the microlens array 105 is laid
out on the side farther from the object than the imaging plane
of the imaging optical system 104.

Referring to FIGS. 13A, 13B, and 13C, reference numeral
106 denotes an imaging element; 105, a microlens array; b1,
b2, b3, b4, and b5, pupil regions; 1301, an object plane;
13014 and 13015, appropriate points on an object; and 1302,
a pupil plane of the imaging optical system. Also, reference
numerals 201e, 201/, 201g, 201/, 2014, 201/, 201%, 201/, and
201m respectively denote specific microlenses on the micro-
lens array 105. In FIGS. 13B and 13C, reference numeral
106a denotes an imaginary imaging element; and 105a, an
imaginary microlens array. The imaginary imaging element
106a and imaginary microlens array 105a are shown as a
reference required to clarify the correspondence relationship
with FIG. 13A. Light fluxes which emanate from the point
13014 and pass through the regions b1l and b3 on the pupil
plane are illustrated as solid lines, and those which emanate
from the point 13015 and pass through the regions b1 and b3
on the pupil plane are illustrated as broken lines.

In the example of FIG. 13 A, since the microlens array 105
is laid out in the vicinity of the imaging plane of the imaging
optical system 104, the imaging element 106 and the pupil
plane 1302 of the imaging optical system have a conjugate
relation. Furthermore, the object plane 1301 and the micro-
lens array 105 have a conjugate relation. For this reason,
light fluxes emanating from the point 1301a on the object
reach the microlens 201le, and those emanating from the
point 13015 reach the microlens 201f; and light fluxes which
have respectively passed through the regions bl to b5
respectively reach corresponding pixels arranged under the
microlenses.

In the example of FIG. 13B, light fluxes coming from the
imaging optical system 104 are imaged by the microlens
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array 105, and the imaging element 106 is arranged on that
imaging plane. With this layout, the object plane 1301 and
imaging element 106 have a conjugate relation. Light fluxes
which emanate from the point 1301« on the object and pass
through the region b1 on the pupil plane reach the microlens
201g, and those which emanate from the point 1301a on the
object and pass through the region b3 on the pupil plane
reach the microlens 201/. Light fluxes which emanate from
the point 13015 on the object and pass through the region bl
on the pupil plane reach the microlens 2014, and those
which emanate from the point 13015 on the object and pass
through the region b3 on the pupil plane reach the microlens
201:. Light fluxes which have passed through the microl-
enses reach the corresponding pixels arranged under the
microlenses. In this way, light fluxes are imaged at different
positions depending on points on the object and passing
regions on the pupil plane. When these pieces of information
are re-arranged at positions on the imaginary imaging plane
106a, the same information (reconstructed image) as in FIG.
13 A can be obtained. That is, pieces of information of passed
pupil regions (angles of incidence) and positions on the
imaging element can be obtained.

In the example of FIG. 13C, light fluxes coming from the
imaging optical system 104 are re-imaged by the microlens
array 105 (since diverging light fluxes which have been
imaged once are imaged again, such process is called
“re-imaging”), and the imaging element 106 is arranged on
that imaging plane. With this layout, the object plane 1301
and imaging element 106 have a conjugate relation. Light
fluxes which emanate from the point 1301« on the object and
pass through the region bl on the pupil plane reach the
microlens 2011, and those which emanate from the point
13014 on the object and pass through the region b3 on the
pupil plane reach the microlens 201;. Light fluxes which
emanate from the point 13015 on the object and pass through
the region b1 on the pupil plane reach the microlens 201m,
and those which emanate from the point 13015 on the object
and pass through the region b3 on the pupil plane reach the
microlens 2011. Light fluxes which have passed through the
microlenses reach the corresponding pixels arranged under
the microlenses. As in FIG. 13B, when these pieces of
information are re-arranged at positions on the imaginary
imaging plane 106qa, the same information (reconstructed
image) as in FIG. 13A can be obtained. That is, pieces of
information of passed pupil regions (angles of incidence)
and positions on the imaging element can be obtained.

Note that FIGS. 13A to 13C show the examples in which
the position information and angle information can be
obtained using the microlens array (phase modulation ele-
ment) as a pupil dividing unit. However, other optical
arrangements can be used as long as position information
and angle information (equivalent to limitations of the
passing regions of the pupil) can be obtained. For example,
a method of inserting a mask (gain modulation element)
having an appropriate pattern into the optical path of the
imaging optical system can be used.

Also, as a method of obtaining an image at an arbitrary
focal length from LF data, for example, a method disclosed
in Japanese Patent Laid-Open No. 2011-22796 is applicable.
More specifically, images captured from at least two differ-
ent viewpoints are obtained by a multi-eye camera prepared
by laying out a plurality of cameras in a grid pattern on a
two-dimensional plane, and these plurality of images are
processed to obtain an image at an arbitrary focal length.

Other Embodiments

Aspects of the present invention can also be realized by a
computer of a system or apparatus (or devices such as a CPU
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or MPU) that reads out and executes a program recorded on
a memory device to perform the functions of the above-
described embodiment(s), and by a method, the steps of
which are performed by a computer of a system or apparatus
by, for example, reading out and executing a program
recorded on a memory device to perform the functions of the
above-described embodiment(s). For this purpose, the pro-
gram is provided to the computer for example via a network
or from a recording medium of various types serving as the
memory device (for example, computer-readable medium).

While the present invention has been described with
reference to exemplary embodiments, it is to be understood
that the invention is not limited to the disclosed exemplary
embodiments. The scope of the following claims is to be
accorded the broadest interpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application Nos. 2012-034537, filed Feb. 20, 2012, and
2012-288561, filed Dec. 28, 2012, which are hereby incor-
porated by reference herein in their entirety.

What is claimed is:

1. An image processing apparatus comprising:

an obtaining unit configured to obtain a plurality of image
signals, which are captured from different viewpoints;

a setting unit configured to set a focal plane in association
with a reconstructed image to be generated from the
plurality of image signals obtained by the obtaining
unit;

a generation unit configured to generate the reconstructed
image focused at the focal plane set by the setting unit
by adding pixel values of the image signal, wherein the
pixel values correspond to respective pixels of the
image to be reconstructed at the focal plane; and

an output unit configured to generate and output a con-
catenated image including, as frames, a plurality of
reconstructed images generated by the generation unit
in association with a plurality of different focal planes.

2. The apparatus according to claim 1, further comprising
a signal processing unit configured to apply, to the plurality
of image signals obtained by the obtaining unit, at least one
image processing among clamp processing, A/D conversion
processing and reference level adjustment processing,

the generation unit generates the reconstructed image by
using the plurality of image signals to which the signal
processing unit applies the image processing.

3. The apparatus according to claim 1, further comprising

a signal processing unit configured to apply, to the plurality
of image signals obtained by the obtaining unit, at least one
image processing among color conversion processing, white
balance adjustment processing, gamma correction process-
ing.

4. The apparatus according to claim 1, wherein the output
unit generates the concatenated image including the plurality
of reconstructed images generated in association with the
plurality of different focal planes in an order of lengths from
the capturing apparatus to an object, which corresponds to
the focal plane.

5. The apparatus according to claim 1, further comprising
a detection unit configured to detect a specific object from
the reconstructed image generated by the generation unit,

wherein the setting unit sets the focal plane based on the
detection result of the detection unit.

6. The apparatus according to claim 1, further comprising
a detection unit configured to detect a specific object from
the reconstructed image generated by the generation unit,

wherein the output unit generates the concatenated image
by continuously including images for a plurality of
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frames, from which the specific object is detected by
the detection unit, out of the plurality of reconstructed
images generated in association with the plurality of
different focal planes.

7. The apparatus according to claim 5, wherein the output
unit associates information indicating that the specific object
is detected to a frame, on which the specific object is
detected by the detection unit, among a plurality of frames
of the concatenated image.

8. The apparatus according to claim 1, wherein the output
unit outputs the concatenated image in association with the
plurality of image signals.

9. The apparatus according to claim 1, wherein the output
unit outputs the concatenated image by encoding the con-
catenated image using a predetermined encoding method.

10. The apparatus according to claim 1, wherein the
output unit outputs the concatenated image by encoding the
concatenated image according to a standard.

11. The apparatus according to claim 9, wherein the
standard is an MPEG standard.

12. The apparatus according to claim 9, wherein the
standard is an HEVC standard or an H.265 standard.

13. The apparatus according to claim 1, further compris-
ing a recoding unit configured recode, to a recording
medium, the concatenated image as a file format.

14. The apparatus according to claim 1, wherein the
setting units sets the focal plane by a user operation.

15. The apparatus according to claim 1, wherein the
output unit generates the concatenated image in which a
reconstructed image of each frame is associated with a focal
plane within a partial settable range of the setting unit.

16. The apparatus according to claim 1, wherein each
frame of the concatenated image is associated with a focal
plane within a partial settable range of the setting unit.

17. The apparatus according to claim 1, wherein the
output unit sets a partial range corresponding to a user
operation from a settable range of the setting unit, and
generates the concatenated image that the focal plane is
changed in the partial range.

18. The apparatus according to claim 1, wherein the
output unit is able to change a variation amount of the focal
plane between frames.

19. The apparatus according to claim 1, wherein the
concatenated image has a plurality of frame sets of the
reconstructed images, wherein a variation amount of the
focal plane is different between the frame sets.

20. The apparatus according to claim 1, wherein the
output unit generates the concatenated image such that the
concatenated image includes, as continuous frame, recon-
structed images generated for the same focal plane.

21. The apparatus according to claim 1, further compris-
ing a display unit configured to perform, using a display,
playing back of the concatenated image as a display item
corresponding to the plurality of image signals.

22. The apparatus according to claim 1, further compris-
ing a display unit configured to perform, using a display,
playing back of the concatenated image generated from the
plurality of image signals obtained by the obtaining unit
with a display item corresponding to another plurality of
image signals.

23. The apparatus according to claim 1, wherein the
plurality of image signals are signals single-captured by an
image capturing apparatus.

24. The apparatus according to claim 1, wherein the
plurality of image signals are corresponding to a light field
data.
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25. The apparatus according to claim 1, wherein the
plurality of image signals are output from an imaging unit in
which a plurality of photoelectric converters are correspond-
ing to a respective microlens of the imaging unit.

26. The apparatus according to claim 1, wherein the
plurality of image signals are output from a plurality of
imaging units that are arranged on a two-dimensional plane.

27. An image processing apparatus comprising:

an obtaining unit configured to obtain a digital signal,
which is output from an imaging unit in which a
plurality of photoelectric converters are corresponding
to a respective microlens of the imaging unit;

a setting unit configured to set a focal plane in association
with an image to be generated from the digital signal
obtained by the obtaining unit;

a generation unit configured to generate the image
focused at the focal plane set by the setting unit by
adding pixel values of the digital signal, wherein the
pixel values correspond to respective pixels of an
image on the focal plane; and

an output unit configured to generate and output a con-
catenated image including, as frames, a plurality of
images generated by the generation unit in association
with a plurality of different focal planes.

28. An image capturing apparatus comprising:

an imaging unit configured to obtain a plurality of image
signals, which are captured from different viewpoints;

a setting unit configured to set a focal plane in association
with a reconstructed image to be generated from the
plurality of image signals obtained by the obtaining
unit;

a generation unit configured to generate the reconstructed
image focused at the focal plane set by the setting unit
by adding pixel values of the image signal, wherein the
pixel values correspond to respective pixels of the
image to be reconstructed at the focal plane; and

a recording unit configured to generate a concatenated
image including, as frames, a plurality of reconstructed
images generated by the generation unit in association
with a plurality of different focal planes and record the
concatenated image in association with the plurality of
image signals.

29. An image capturing apparatus comprising:

an imaging unit configured to obtain a digital signal,
which is captured by photoelectric converters, wherein
a plurality of photoelectric converters are correspond-
ing to a respective microlens of the imaging unit;

a setting unit configured to set a focal plane in association
with an image to be generated from the digital signal
obtained by the obtaining unit;

a generation unit configured to generate the image
focused at the focal plane set by the setting unit by
adding pixel values of the digital signal, wherein the
pixel values correspond to respective pixels of an
image on the focal plane; and

a recording unit configured to generate a concatenated
image including, as frames, a plurality of images gen-
erated by the generation unit in association with a
plurality of different focal planes and record the con-
catenated image in association with the digital signal.

30. A control method of an image processing apparatus
comprising:

obtaining a plurality of image signals, which are captured
from different viewpoints;

setting a focal plane in association with a reconstructed
image to be generated from the plurality of obtained
image signals;
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generating the reconstructed image focused at the set
focal plane by adding pixel values of the image signal,
wherein the pixel values correspond to respective pix-
els of the image to be reconstructed at the focal plane;
and

generating and outputting a concatenated image includ-

ing, as frames, a plurality of generated reconstructed
images in association with a plurality of different focal
planes.

31. A control method of an image processing apparatus
comprising:

obtaining a digital signal, which is output from an imag-

ing unit in which a plurality of photoelectric converters
are corresponding to a respective microlens of the
imaging unit;

setting a focal plane in association with an image to be

generated from the obtained digital signal;

generating the image focused at the set focal plane by

adding pixel values of the digital signal, wherein the
pixel values correspond to respective pixels of an
image on the focal plane; and

generating and outputting a concatenated image includ-

ing, as frames, a plurality of generated images in
association with a plurality of different focal planes.

32. A control method of an image capturing apparatus
comprising:

obtaining a plurality of image signals, which are captured

from different viewpoints;

setting a focal plane in association with a reconstructed

image to be generated from the plurality of obtained
image signals;

generating the reconstructed image focused at the set

focal plane by adding pixel values of the image signal,
wherein the pixel values correspond to respective pix-
els of the image to be reconstructed at the focal plane;
and

generating a concatenated image including, as frames, a

plurality of generated reconstructed images in associa-
tion with a plurality of different focal planes and
recording the concatenated image in association with
the plurality of image signals.

33. A control method of an image capturing apparatus
comprising:

obtaining a digital signal, which is output from an imag-

ing unit in which a plurality of photoelectric converters
are corresponding to a respective microlens of the
imaging unit;

setting a focal plane in association with an image to be

generated from the obtained digital signal;

generating the image focused at the set focal plane by

adding pixel values of the digital signal, wherein the
pixel values correspond to respective pixels of an
image on the focal plane; and

generating a concatenated image including, as frames, a

plurality of generated images in association with a
plurality of different focal planes and recording the
concatenated image in association with the digital
signal.

34. A non-transitory recording medium recording a pro-
gram for controlling a computer to execute operations
comprising:

obtaining a plurality of image signals, which are captured

from different viewpoints;
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setting a focal plane in association with a reconstructed
image to be generated from the plurality of obtained
image signals;

generating the reconstructed image focused at the set

focal plane by adding pixel values of the image signal,
wherein the pixel values correspond to respective pix-
els of the image to be reconstructed at the focal plane;
and

generating and outputting a concatenated image includ-

ing, as frames, a plurality of generated reconstructed
images in association with a plurality of different focal
planes.

35. A non-transitory recording medium recording a pro-
gram for controlling a computer to execute operations
comprising:

obtaining a digital signal, which is output from an imag-

ing unit in which a plurality of photoelectric converters
are corresponding to a respective microlens of the
imaging unit;

setting a focal plane in association with an image to be

generated from the obtained digital signal;

generating the image focused at the set focal plane by

adding pixel values of the digital signal, wherein the
pixel values correspond to respective pixels of an
image on the focal plane; and

generating and outputting a concatenated image includ-

ing, as frames, a plurality of generated images in
association with a plurality of different focal planes.

36. A non-transitory recording medium recording a pro-
gram for controlling a computer to execute operations
comprising:

obtaining a plurality of image signals, which are captured

from different viewpoints;

setting a focal plane in association with a reconstructed

image to be generated from the plurality of obtained
image signals;

generating the reconstructed image focused at the set

focal plane by adding pixel values of the image signal,
wherein the pixel values correspond to respective pix-
els of the image to be reconstructed at the focal plane;
and

generating a concatenated image including, as frames, a

plurality of generated reconstructed images in associa-
tion with a plurality of different focal planes and
recording the concatenated image in association with
the plurality of image signals.

37. A non-transitory recording medium recording a pro-
gram for controlling a computer to execute operations
comprising:

obtaining a digital signal, which is output from an imag-

ing unit in which a plurality of photoelectric converters
are corresponding to a respective microlens of the
imaging unit;

setting a focal plane in association with an image to be

generated from the obtained digital signal;

generating the image focused at the set focal plane by

adding pixel values of the digital signal, wherein the
pixel values correspond to respective pixels of an
image on the focal plane; and

generating a concatenated image including, as frames, a

plurality of generated images in association with a
plurality of different focal planes and recording the
concatenated image in association with the digital

signal.



